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Study designs by quality of evidence 

Source: Evidence-Based Nursing 
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Systematic review 

• Clearly defined research question, aim to include all studies 

meeting the inclusion criteria 

• Methods should be replicable 

• A systematic search, which is likely to found all studies that 

meet the criteria 

• Assess the reliability of the study and potential biases 

• A systematic presentation of the results 

• Systematic synthesis of the characteristics and findings of the 

studies 

• Can begin as a systematic review, one can decide later if it is 

going to be a meta-analysis 
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Meta-analyses 

 Original studies are published increasingly, about 

2 million medical articles per year 

 Impossible to keep up-to-date, there is a need for 

the syntheses 

 A meta-analysis combines statistically the results 

of previous studies 

 Most often used for clinical trials (e.g. drug or 

therapy) 
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First meta-analyses 

 The first statistical methods developed by Pearson 

(1904) 

 Davis (1975) studied the antipsychotics as relapse 

inhibitors 

 Eysenck suggested in 1952 that there is no evidence 

of psychotherapy functionality, this led to a heated 

discussion 

 Smith & Glass combined in 1977 the previous 375 

studied the effect of psychotherapy articles and a 

summary of psychotherapy that really works 

Smith & Glass. Meta-analysis of psychotherapy outcome studies. Am Psychol 1977; 32: 752-60. 

Davis. Overview: Maintenance therapy in psychiatry. I. Schizophrenia. Am J Psychiatry 1975; 132:1237-45 

Pearson K. Report on certain enteric fever inoculation statistics. British Medical Journal 1904; 3:1243-1246. 
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Meta-analyses of clinical trials 

 By far the largest part of the meta-analyses are 

experimental studies 

 Clinical trials, interventions, and others 

 The Pubmed search "meta-analysis" AND 

"trials" in September 2009 resulted in more than 

18000, and in April 2015 about 40 000 hits 

 Meta-analyses are often bases for treatment 

guidelines 

 Cochrane meta-analyses 

meta-analyses designed and conducted using 

agreed quality criteria 
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www.cochrane.org 

http://www.cochrane.org/
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Meta-analyses of clinical trials 

Examples 

 Tamoxifen in the treatment of 

breast cancer 

 Aspirin in the treatment of 

cardiovascular diseases 

 Antibiotics in the treatment of 

urinary tract infections in children 

 

 Bartolucci. Yonsei Med J 2007;48:157-63. 
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Meta-analyses of 

observational studies 

 Meta-analyses of observational studies can 

examine risk factors (eg. passive smoking & 

lung cancer), prevalence of a disease, etc. 

 Saha et al. (PLoS Medicine 2005; 2:e141) 

estimated the schizophrenia life-time 

prevalence to be 0.4-0.7% 

 Polanczyk et al. (Am J Psychiatry 2007; 

164:942-8) estimated the ADHD prevalence 

to be 5.6 % 
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Polanczyk ym. Am J Psychiatry 2007; 164: 942-8 
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Meta-analyses of 

observational studies 

 Inter-correlations between temperament traits 

 Cultural differences in temperament traits 

 Temperament in psychiatric illnesses when 

compared to controls 

 The prevalence of alcoholism in schizophrenia 

 Gender differences in schizotypal traits 

 Recovery rate in schizophrenia 

 Association between family history to outcome of 

schizophrenia 

www.joukomiettunen.net 



LITERATURE SEARCH 
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Research question? 

 A clear and limited question or questions 

 Unclear association or effect? 

 The magnitude of effect is unclear? 

 Original studies were not powered enough? 

 Heterogeneity of findings and factors behind it? 
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Research question? 

PICO(TS) 

 Population (participants)  

 Intervention  

 Comparator (controls/placebo)  

 Outcome  

 Time (duration)  

 Study design (experimental / observational, N) 

 

 Inclusion/exclusion criteria 

Sample size, diagnostics, trial... 

 rather wide than narrow criteria 

easier to subsequently limit the study 
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Systematic search 

 Multiple databases 

 removal of duplicates 

 Unpublished studies 

 clinical trial databases 

 conference abstracts 

 contact authors 

 Manual search 

 reference lists 

 books 
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Systematic search 

 Selection of keywords 

 synonyms, access to logical operators 

 e.g. ((schizophrenia OR psychosis) AND 

(cognition OR brain)) NOT (intervention OR trial) 

 Depending on the resources? 

 Time criteria? Language? Full text? 

 Search limited to title or abstract? 

 MeSH terms? 

 Search Criteria, databases, and the search date 

should be indicated 

 update if needed! 
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Penttilä M, Jääskeläinen E, Hirvonen N, Isohanni M, Miettunen J. Duration of untreated psychosis 

as predictor of long-term outcome in schizophrenia: systematic review and meta-analysis. Br J 

Psychiatry 2014;205:88-94. 



Selection of databases 

Löhönen et al. Int J Circumpolar Health 2009; 68: 394-404  



Löhönen et al. Int J Circumpolar Health 2009; 68: 394-404  



24 Nord J Psychiatry 2010; 64:181-8. 
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Evaluation of articles 

 Evaluation of articles 

 title 

 abstract 

 article text 

 Two reviewers evaluates all articles 

 relating to inclusion criteria 

 relating to data collection (results) 

 in difficult topics reliability of 

evaluators can be assessed 

 Resources? 
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REPORTING 



 Good reporting helps to assess the research 

  transparency, replicability 

 Clinical trials are of higher quality (stricter rules) 

  Cochrane Risk of Bias -tool (Higgins & Altman, 

www.cochrane-handbook.org) 

 Why the meta-analysis is done? 

  background? 

  has it been done before? 

  differences to the previous meta-analysis? 
27 



Reporting guidelines 

 Moher et al. 2009, Liberati et al. 2009 

(PRISMA) 

 For clinical trials, may need to be edited for 

observational studies 

 Stroup et al. 2000 (MOOSE) 

 Observational studies 

 Shea et al. 2007 (AMSTAR) 

 Tool for evaluating the quality of the studies 

28 
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PRISMA checklist 

Moher et al. 2009, Liberati et al. 2009  



30 Moher et al. 2009, Liberati et al. 2009  



31 Moher et al. 2009, Liberati et al. 2009  



Different phases 

 Search 

 Evaluation 

 Sources of biases 

 Data 

 Qualitative synthesis 

 Meta-analysis 

32 



Search / Evaluation 

 Number of studies provided by the search 

 Number of articles after evaluation of 

studies based on the inclusion criteria 

 Partly overlapping data sets, etc. 

  can check the name of the project, the 

authors, the country, the sample size, 

variables, etc. 

 Excluded studies can be reported (table, 

the cause for exclusion) 

 Flow chart! 
33 





35 Jääskeläinen et al. 2013 



Collected variables 
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• form for the data collection 

Jääskeläinen et al. 2013 



Literature table 
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• all studies and essential data included 

Huhtaniska et al. Manuscript. 



Sources of bias 
 Weaknesses / Limitations 

 Original studies 

quality 

 Combining studies and review 

search 

publication bias (funnel plot) 

sensitivity and subgroup analyses 

 Strength of the finding can be estimated 

(GRADE, Guyatt 2008) 

 “meta-review" 

38 

Guyatt et al. GRADE: An emerging consensus on rating quality of evidence 

and strength of recommendations. BMJ 2008; 336: 924–926. 



39 

Matheson SL, Shepherd AM, Carr VJ. How much do we know about schizophrenia 

and how well do we know it? Evidence from the Schizophrenia Library. Psychol 

Med 2014; 44:3387-405.  



 Publication bias is estimated with a 

funnel plot 

 It is assumed that the most 

accurate (and the largest) studies 

give average results, the smaller 

studies should be on both sides of 

the average 

 "Trim and fill", "Fail -safe" N 

40 

Sources of bias 

Rosenberg. Evolution 2005;59: 464-8 
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Funnel Plot 

Corpet & Pierre. Eur J Cancer 2005 (http://corpet.free.fr/MAaspirin.html)  
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Trim and Fill 

• can be used to correct for publication bias 



Results 

 Pooled effect (95% confidence 

interval) 

 Forest plot 

 Clinical trials 

 relative vs. absolute risk 

reduction (Leucht et al. 2009) 

43 
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Conclusions 

 Not too optimistic! 

 Critical 

 Between and within study 

biases 

 Discuss possible effect of 

excluded studies, i.e. effect of 

inclusion and exclusion 

criteria 

45 
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Criticism 
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Heterogeneity 

 Initial studies differ significantly from each 

other (heterogeneous), so the pooling is 

problematic, e.g. 

Differences in the assessment methods 

 Sample selection methods 

Different adjustments in analyses or unadjusted 

analyses 

 covariates can be presented in the literature 

table 

 Metaregression, median effects, ... 

 The subgroup results 



 The methods are difficult to understand 

 The selections made by those 

performing meta-analysis  

 inclusions, exclusions, risk/outcome, 

follow-up time, etc. 

 Studies do not report all the information 

you wished to use 

 Uncertainty of the small risk estimates 

received? 

48 



 Although methods and results are similar…  

interpretations done by the researchers may vary 
 Cochrane reviews: amisulpride (Mota et al. 2002)  vs. olanzapine (Duggan et al. 2005) 

 

 “Amisulpride is an effective 'atypical' antipsychotic drug for those 

with schizophrenia. Amisulpride may offer a good general profile, at 

least compared to high-potency 'typical' antipsychotics. It may also 

yield better results in some specific outcomes related to efficacy, 

such as improvement of global state and general negative 

symptoms. It might be more acceptable and more tolerable than 

high-potency conventional antipsychotics, especially regarding 

extrapyramidal side-effects.”  

 “The large proportion of participants leaving studies early in these 

trials makes it difficult to draw firm conclusions on olanzapine's 

clinical effects. For people with schizophrenia it may offer 

antipsychotic efficacy with fewer extrapyramidal adverse effects than 

typical drugs, but more weight gain.” 
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Leucht et al. How to read and understand and use systematic reviews and 

meta-analyses. Acta Psychiatr Scand 2009: 119: 443–450 



Publication bias 
 publication bias, file-drawer problem 

 If the results of the study are not desired (e.g. 

statistically significant), the results are not reported 

 partial solutions: searching for unpublished studies, clinical 

trials registers 

 Either the whole study will be omitted or part of the 

results will not be published (outcome reporting bias) 

 Language may affect if a positive result is published 

more likely in English, otherwise in your own 

language 
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Luoto R. Julkaisuharha – Lääketieteellisen tiedon akilleenkantapää. 

Duodecim 2012; 128: 489-96.  
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Polyzos NP, Valachis A, Patavoukas E, Papanikolaou EG, Messinis IE, 

Tarlatzis BC, Devroey P. Publication bias in reproductive medicine: from 

the European Society of Human Reproduction and Embryology annual 

meeting to publication. Hum Reprod 2011; 26:1371-6. 
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Statistical methods 
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Pooling the studies 

 The most important thing when 

combining studies is the magnitude and 

direction of effect (effect size), not 

statistical significance 

 Are the earlier results similar or not? 

  homogeneity/heterogeneity 

 Choosing the result (outcome) if duplicate 

results? 

  sample size, follow-up length, mean of 

results? 
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Pooling the studies 

 Estimate the effect in each study 

 Effect size measures (categorical/continuous variables) 

  odds ratio, relative risk, differences in percentages 
(absolute risk difference) 

  correlation coefficient (Pearson’s r etc.) 

  standardized mean difference 

 Unadjusted or adjusted effect 

 Sometimes it is only stated that the association was 
studied, but results were non-significant (N.S.)? 

  first contact authors? 

  if no reply, exclude the studies or set the effect to zero? 

Kelley K & Preacher KJ. On Effect Size. Psychological 

Methods 2012; 17:137-52. 



Cohen’s d 

 Standardized mean difference 

 Also Hedges’s g, Glass’s Δ 

 (group A mean – group B mean) / 

pooled standard deviation 

55 



 Different effect 

measures can be 

estimated from other 

statistics!  

56 

•Rosenthal & Rubin. 

Psychological Bulletin 

1986;99: 400-6. 

 

•Borenstein ym. Introduction 

to Meta-Analysis. Wiley, 2009. 
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Effect size estimates 

Small Moderate Large Very large 

Cohen’s d 0.2 0.5 0.8 1.3 

Pearson’s r 0.1 0.3 0.5 0.7 

Odds Ratio 1.5 2.5 4 10 

Difference in 

percentage* 
7 18 30 45 

* Group difference in percentages, when percentages within 15-85% 

Cohen. Psychol Bull 1992;112:155-9; Rosenthal. J Soc Serv Res 1996;21:37-59.  
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Weighting studies 

 Fixed effects method 

Assumption is that there is one true effect size 
and that all differences in observed effects are 
due to sampling error 

 In observational studies this is in practice 
unlikely to be true 

 In practice, the weighting is based on the sample 
size 



59 

Weighting studies 

 Random effects method 

Effect is expected to vary between studies and both 
between-study and within-studies variances are allowed 

Weighting is based partly on standard error (sample 
size), but if heterogeneous results, the weights differ less 

 If heterogeneity low: fixed effect ≈ random effect  

 Possible useful, but subjective methods?  

Weighting with quality scores 

Bayesian meta-analysis 
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Heterogeneity 

 Cochran’s Q 

 Based on the Chi-square test 

Depends on number of studies 

 Currently recommended to use a variation:  

     I2 = (Q-df)/Q*100% 

 df = number of studies - 1 

 25% low, 50% moderate and 75% high heterogeneity 

 Interpretation: “what proportion of the total variation 
across studies is beyond chance” 

 If small number of studies both methods lack power  

 
Cochran. Biometrics 1954;10:101-29; Higgins & Thompson. Stat 

Med 2002;21:1539-58; Ioannidis et al. BMJ 2007;335:914-6. 
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Meta-regression 

 How study characteristics explain 
heterogeneity in effect size measures? 

 Continuous or categorical variables 

 Variables are related to studies not to 
individuals 
 Proportion of men 

Mean age of the sample 

 Country 

Research methods (e.g. instruments) 

Quality of research 

 Study collection period (or year of publication) 

 Patient groups 

 Length of the follow-up 
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Meta-regression 

 Statistical test for the effect of 

background factor on heterogeneity (t- or 

z- test) 

 Does not adjust the original result 

 As an alternative to meta-regression is to 

examine the direct effect of covariate on 

the effect 

Then the research question is different and 

the data is in a different format (e.g. the 

effects are collected by gender or data on 

effect of gender on outcome is collected) 
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Acta Psychiatr Scand 2009; 120: 85-96.  

p<0.001 

p=0.01 

(lifetime) 



”network meta-analysis” 

 To explore a question which 

has not been directly 

investigated in original studies 

 E.g. combining studies with 

different drugs compared to 

placebo, so that the drugs are 

actually compared to each other 

64 



Meta-analysis of temperament traits in case-control 

studies in different psychiatric disorders 

 Tci dg meta esim 

65 Miettunen & Raevuori. Compr Psychiatry 2012 
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Statistical software 
 STATA 

 http://www.biostat.jhsph.edu/~fdominic/teaching/bio656/software/meta.analys

is.pdf     (Sterne ym. 2001) 

 SPSS 

 http://mason.gmu.edu/~dwilsonb/ma.html 

 SAS 

 http://mason.gmu.edu/~dwilsonb/ma.html 

 R 

http://cran.r-project.org/web/views/MetaAnalysis.ht  

 Excel, MIX 

http://mix-for-meta-analysis.info  

 Comprehensive Meta-Analysis (CMA), Metawin, RevMan 

http://www.meta-analysis.com/pages/comparisons.html 
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Other statistical methods 

 Meta-analyses of diagnostic tests and screens (Hasselblad & 
Hedges. Psychol Bull 1995;117:167-78)  

 Bayesian meta-analysis (Berry. Clin Trials 2009;6:28-41; 
Schmid. Eval Health Prof 2001;24:165-89; Sutton & Abrams. 
Stat Meth Med Res 2001; 10: 277–303; Warn et al. Stat Med 
2002; 21: 1601-23. 

 Meta-analysis of factor analyses (Becker. Psychol Med 
1996;1:341-53) 

 Meta-analysis of structural equation modeling (Cheung & 
Chan.  Psychol Meth 2005;10:40.64) 

 Imputing missing data in meta-analyses of e.g. clinical trials 
(Higgins et al. Clin Trials 2008;5:225-39)   

 etc. 
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